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SUMMARY

There exist methods of searching for an object whose
position and size are not known in an image. To obtain an
accurate result by such methods, the focused region of an
input image has to be compared many times with its refer-
ence image by varying its position and size. This makes fast
searching difficult.

This paper describes a method of fast active search
for an object and its position in an image by using the color
histogram, which is stable to variations of shape of the
object. When the input image of an object is compared with
its reference image, the upper limit of the similarity in the
image region is calculated from the input image in a certain

#~ position using the algebraic characteristics of the color

histogram. If the upper limit is smaller than the search
value, no search in this region is necessary, so that the
number of matching operations can be greatly reduced. This
method involves no approximations and has a computation
speed about 10 to 1000 times faster than conventional
exhaustive search methods. Applications of the proposed
method, such as tracking, retrieval, and counting, are also
described. © 2000 Scripta Technica, Syst Comp Jpn, 31(9):
81-88, 2000
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1. Introduction

With widening of multimedia environments, a tech-
nology to find an object and its position in an image has
been in demand. This technology has various applications,
for example, retrieval of a person or an object from an image
[1-3], tracking of a moving object in a motion image, and
recognition of an object against a complex background. To
extract an object from an image, it is necessary to match
two images by using their features. Use of the distribution
of colors as a feature has become more popular recently
since this feature is more stable to variations of the shape
of an object. Swain’s method [4] using color histograms is
so effective for image retrieval that it has been widely used.
However, when an object is in a part of an image (not over
the whole image), the method of matching the whole image
cannot be applied and another method that uses a focused
region of the image has to be applied. There have been
methods using data in a focused region of an image, for
example, the method using colors in subblocks of an image
[1] and the method using a pair of typical colors in adjacent
subblocks [5]. These methods have fast processing speed
but in principle are relatively low in accuracy.

To improve the accuracy of detection of an object in
a focused region of an image, methods that use many
focused regions have been proposed recently [6, 7]. These
methods require a great many matching operations between
input images and their reference image by varying the
position and size of a focused region, resulting in a long
retrieval time. To improve the processing speed, several
solutions have been proposed: a method using a coarse
resolution [9], a method using specific bins of color histo-
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grams, and a “coarse-to-fine method” [10] (fine examina-
tion follows coarse examination). These methods sacrifice
accuracy for processing speed, and they do not find the
combined maximum value of position and size in the whole
parameter space. If an original image has a fine mixture of
colors, the first search with coarse resolution cannot cor-
rectly represent its color histogram, so that a likely image
region is not detected. The best resolution for the first search
depends on each input image, and there is no clear guideline
for some images. If a coarse color pattern (e.g., the French
national flag) is detected by a fixed-size detector, the colors
of the whole image will be recognized wrongly.

The proposed method, called the “active search
method,” is based on the idea that matching of a focused
region is carried out at various sizes and at all positions but
with measures to reduce the number of matching operations
significantly. This method uses no approximations, so that
the same accuracy as that of the exhaustive search method
can be theoretically obtained. In other words, this method
carries out a search for the maximum value of the similarity
in the whole parameter space. The method can be combined
with a conventional high-speed method in which the thresh-
old value is controlled. Unlike other high-speed methods,
the proposed method does not require adjustment of pa-
rameters for each object in order to maintain a certain
accuracy since no approximation is involved.

A focused-color matching method is effective for
detecting the approximate position of an object in an image
since it uses color information alone. However, this some-
times requires another process to determine the accurate
position, depending on the purpose of the detection. Insuch
acase, it is possible to use the active search method to detect
the approximate position of an object in an image, after
which its final position is detected by using a template
matching method. This paper includes a fast and accurate
detection method, which is a combination of the active
search method and a template matching method [11] that
uses the low-frequency component of the discrete cosine
transform (DCT) coefficient.

The proposed method has high processing speed and
can be applied, for example, to the tracking of an object or
the determination of its position in an image, and to retrieval
in an image database, as shown in experimental results in
this paper.

2. Focused Color-Histogram Method

The focused color-histogram method detects the po-
sition of an object in an image by comparing the color
histogram of a focused region around it with a given refer-
ence image [7]. To process an object having an arbitrary
size, a combination of the focused color-histogram method
and the multiple-resolution representation method is used
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in this paper. In other words, this is a method in which the
color-histogram scale (devised by Aswan [4]) is applied to
a focused region of an image.

Figure 1 shows an example of an input image and its
reference image. The proposed method is explained by
using an exercise in which an image similar to a given
reference image is extracted from an input image.

2.1. Formation of color histogram of reference
image

A reference image is extracted from an image con-
taining an object to be found. It is assumed that the extracted
region is a square for simplicity, although this can be an
arbitrary shape. Generally, a color histogram is a three-
dimensional histogram consisting of red, green, and blue
(RGB) space axes, each of which is divided into Q parts.

Let the histogram of the reference image be M;, where
i=1,...,Tand I= Q3. Because of the properties of a
histogram, ; M;is the number of pixels in the region. Then,
a normalized histogram M, = M;/%; M] is obtained, with
Y1, M, being 1.0. Although this example of the color space
uses RGB, another color space can be used if necessary, for
example, intensity, hue, saturation (IHS). It would be pos-
sible to extract an object stably against the variation of
brightness of the whole image. The proposed method is
effective in reducing the amount of computation in cases
where a color histogram other than RGB is used.

2.2. Multiple-resolutional representation

Generally, the size and position of an object to be
found in the input image are not known. To find its position
in an image, a square region is extracted and its histogram
is calculated. The whole input image is scanned for this
square region. To find the rate of the object in the input
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Fig. 1. A reference image and an input image.



image, the input image and the reference image are repeat-
edly compared by changing their relative sizes. For this
operation, either the input image or the reference image can
be changed. In the experiment in this paper, the former is
changed by applying “multiresolutional representation.” In
this experiment, the size of the input image is changed with
a step parameter of o = 1.25. In practice, a parameter
between 1.1 and 1.5 can be used for this experiment since
the features of a histogram are not so sensitive to the size
of the region. Figure 2 shows an example of multiresolu-
tional representation.

2.3. Similarity (histogram intersection)

The “histogram intersection” proposed by Swain is
used for evaluation of the degree of similarity, and for
brevity is called “similarity” in this experiment. The simi-
larity is given by
where H is the normalized histogram extracted from the

]

S HM=Zmin(Hi’Mi)

i=1

square region of the input image, and M is the normalized
histogram of the reference image. Sy, is between 0 and 1
since it is normalized.

2.4. Detection of position of object in image

Assuming that an image contains a single object
whose position and size are not known, let us find them by
scanning the image with the said square region. The same
operation is repeated for the input images having different
resolutions. The position and size of the maximum similar-
ity obtained from these operations are regarded as the final
output values.

If there are multiple objects in an image, first the
position of the maximum similarity is found, and a part
corresponding to this region is eliminated from the image.

Input image

Reference
image
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Fig. 2. An example of multiresolutional representation.
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Then, the maximum similarity in the remaining region is
found. This operation is repeated until the similarity value
becomes less than some threshold value.

Focused-region color-histogram search methods are
very effective for detecting objects in an image but require
a very large amount of computation for histograms in
various regions.

3. Active Search Method

The active search method can greatly reduce the
number of searches compared with the exhaustive method
having the same accuracy. In the active search method, a
search is carried out by reducing the matching region rela-
tive to the upper limit derived from the histograms and
similarity scale.

Generally, the similarity value of a focused region
and reference image is often similar to that of its neighbor-
hood. The coarse-to-fine method (fine scanning after coarse
scanning) also uses this idea. However, if the collation
between templates, the collation of many features, or the
collation of distance value, is chosen as a feature, this
assumption cannot be applied. For example, coarse scan-
ning sometimes fails to perform the necessary detection
because in a case such as a collation of templates, it is
difficult to calculate the range of similarity in a neighbor-
hood from the similarity in a certain position. Even if the
range is calculated, it will not be narrow. However, if the
features are histograms, and the similarity measure is inter-
section or a distance scale (similar to the former), the upper
limit of the similarity can be calculated precisely and effi-
ciently by algebraic methods. For example, the histograms
of regions A and B in Fig. 3 differ only in the regions that
do not overlap.

s

Fig. 3. Two intersecting focus regions in an image, and
relation of histogram intersections for two regions.




3.1. Upper limit

Referring to Fig. 3, let regions A and B be arbitrary
regions in an image, let M be a reference image, let S, be
the similarity between A and M, let Sg,, be the similarity
between B and M, let A N B be the common region of A and
B, let A-B be a region where B is subtracted from A, and let
|Al be the number of pixels. When |Al < IBI, the following
relationship holds:

< min(S ,,,|B|,|BNA|)+|A-B|
AM — |Al

The right-hand term of this equation gives the upper
limit of S4, when Sp,, is calculated. If the similarity for a
position is calculated, the upper limit of the similarity in its
neighborhood is found. If this upper limit is less than the
sought similarity, it is not necessary to calculate the simi-
larity in this region. In this experiment, |A] = |B| since the
size of the region under consideration is not changed and
the size of the input image is changed (see Section 2.2).
However, the above equation for S4, can be applied to its
reversed case (the size of the region under consideration
changes, and that of the input image does not change) since
the equation generally holds for |Al < IBI. If there is more
than one reference image (e.g., M and N), it is possible to
use the relationship that the similarity between A and M is
less than min(Spy, Spv) + min(1 — Syps 1 — Spy). This can
reduce the number of matching operations.

3.2. Active search using upper limit

Let us consider an algorithm to search for an object
in an image using the above method, taking an example in
which the size of an input image is changed and the simi-
larity between the input image and the reference image is
calculated at all positions.

Step 1: The size of the input image is converted to the
same size as the reference image, and their similarity is
calculated. This value is regarded as the initial value.

Step 2: The size of the input image is magnified o
times (to keep a high resolution, in practice, the input image
is reduced). If the size of the input image is greater than its
maximum size (which is a parameter and is determined by
the possible size of the object), go to Step 5.

Step 3: The similarity between the reference image
and the region under consideration (the top left of the input
image) is calculated.

Step 4: The upper limit is calculated so that search
operations in a region where the target similarity exceeds
the upper limit can be omitted. This means that the position
of the object is moved into a region below the upper limit.
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If this similarity is greater than the target similarity, the
former is replaced by the latter. Then the similarity around
that region is calculated, and this operation is repeated. Go
to Step 2.

Step 5: The position on which the similarity is maxi-
mum in each search position, and the size of the reference
image at this instant, are regarded as the final results.

These result in a fine search around an object that is
similar to the reference image, and a coarse search in the
rest of the regions. Figure 4 shows an example of a search
using the image shown in Fig. 1.

3.3. Reduction of computation

The proposed active search method aims to reduce
greatly the amount of computation compared with the
exhaustive method without reducing its resolution. Figure
5(a) shows the results of experimental comparison of three
methods: the proposed method, an exhaustive method, and
an approximate method. An INDY workstation (SGI) and
the image shown in Fig. 1 were used for the experiment.

The coarse-to-fine method is used for the approxima-
tion method. First, a likely region was determined by scan-
ning each direction of a three-dimensional space formed by
the position and size parameters. The scanning is 4 times as
coarse as in the exhaustive search method (density of 1/64
in the parameter space). Second, the likely region was
scanned at fine intervals so that the final size and position
could be detected. This method does not guarantee a correct
result, and the extent of the coarse scanning is not logically
determined (in practice, preliminary experiments are
needed).

In the active search method, the search is carried out
adaptively. Therefore, the amount of computation depends
on each object and its background. Figure 5(b) shows the
relationship between the number of searches and the area
of the object, using the set shown in Fig. 1. When the
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Fig. 4. An input image and searched points by the
active search method.
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Fig. 5. Experimental results.

fraction of the image occupied by the object increases, the
reduction factor of the computation time decreases.

4. Applications and Experiments

The fast image-search method has many applications.
Applications of the active search method and their experi-
mental results are described in this section.

4.1. Tracking of object

Tracking of an object (e.g., a human face) in a moving
image using the active search method was investigated. The
images were recorded at a rate of 10 frames per second
using two sets of moving images.

e Data 1 (320 x 240 pixels per frame, 200 frames):

A face was moved in front of a camera that moved
at random.
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Fig. 6. An example of object tracking.

o Data 2 (320 x 240 pixels per frame, 200 frames):
A paper package held in the hand was moved as
shown in Fig. 6.

An INDY workstation (SGI) was used for the experi-
ments. The position and size of the object were tracked at
amean rate of 64 ms per frame. Table 1 shows the efficiency
and accuracy of the proposed method compared with the
exhaustive search method.

4.2. Retrieval of image database

With a lowering of the prices of image input devices
(e.g., Internet), abundant image data have recently become
available, and fast retrieval of these data has become an
important business. The proposed active search method
performs such an activity.

Experiments searching for images similar to each
reference image were carried out by providing three differ-

Table 1. Efficiency and accuracy of object tracking
Time Speed ratio .
. Error in
required for versus o
. position
proposed exhaustive determination
method method
Datal &2 64 ms 103.7 times 4.7 pixels




ent databases, and they were compared with the conven-
tional exhaustive search method. The test images are not
shown in this paper due to copyright restrictions.

e Data 3 (240 x 240 pixels per frame, 60 frames):
12 indoor scenes.

o Data 4 (320 x 240 pixels per frame, 100 frames):
2 teddy bears.

e Data 5 (320 x 240 pixels per frame, 150 frames):
Animated image (“Main character”).

Table 2 shows the efficiency and accuracy of image
retrieval by the proposed method, compared with the con-
ventional exhaustive search method. “Precision” is the ratio
of the correct output to the total amount of data, and
“Recall” is the ratio of the correct output to the number of
data that should be correctly retrieved. These are measures
generally used for signal detection methods.

4.3. Counting of objects

Repeated retrievals are used for counting of objects.

o Data 6 (860 x 624 pixels per frame): Picture of fish
(5 fish).

e Data 7 (320 x 240 pixels per frame, 600 frames):
Basketball players wearing two kinds of uniforms.

Table 3 shows the efficiency of object counting com-
pared with the exhaustive method. Figure 7 shows examples

of counting. Figure 8 shows the accuracy of counting 600
frames of Data 7.

5. Discussion

A color histogram matching method like the pro-
posed method uses the distribution of colors as its features.

Table 2. Efficiency and accuracy of image retrieval

Time Speed
required ratio
for versus  Precision  Recall
proposed exhaustive
method  method

Data 3 140 ms 15.5times 1.0 1.0
Data 4 334 ms 17.19 0.8 1.0
Data 5 283 ms 34.18 0.79 0.85

Table 3. Efficiency of object counting

Time required for Speed ratio versus
proposed method exhaustive method
Data 6 2002 ms
Data 7 581 ms

30.5 times
64.7 times

This is robust to noise and change of shape, such as occlu-
sions, but possibly has a problem when a fine difference in
the shape of an object is important. To solve this problem,
a shape-matching method can be applied to a likely region
that is preselected by the color histogram method. It is
possible to detect the position of an object swiftly and
accurately by applying a template matching method to a
likely region that is preselected by a local-color matching
method. In this experiment, a local DCT matching method
was used for the second stage. This is a template matching
method that matches the coefficients of low-frequency
components, so that it is stable to high-frequency noise.
The relationship between the accuracy of detected
position of an object and the amount of computation is

Reference
image

Reference
image

Fig. 7. Results of counting.
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Fig. 8. Precision of counting.

experimentally compared by using Data 3 and four
methods:
¢ Focused color DCT method (every 4 pixels and
every 2 pixels)
e Focused histogram method (every 4 pixels and
every 2 pixels)
e Back projection method (see Ref. 12)
e Proposed method (active search of every pixel,
then local DCT search)

Figure 9 shows the results. A method like the local DCT
method that uses a single matching between images has
high resolution, but very fine scanning is required. If the
scanning density is reduced, the accuracy of position deter-
mination becomes lower than in the focused histogram
method. The proposed method, which is the more advanta-
geous of the two methods, can achieve high accuracy and
high speed.
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Fig. 9. Accuracy and computation for each method.
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6. Conclusions

This paper proposes an “active search method” that
searches for an object in an image at high speed. This
method uses the algebraic properties of color histograms as
a feature that is stable to variations of shape of the object.
The search is carried out within an upper limit of the
similarity of a position in the input image. This greatly
reduces the number of matching operations, without using
approximation. The experiments show that the computation
speed of the proposed method is 10 to 1000 times faster
than the exhaustive method.

The contents of this paper were presented at a meet-
ing of the Pattern Recognition and Media Understanding
Society in May 1997.
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