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Abstract

We present a method for recognizing characters from im-
age sequences captured by moving camera. In the proposed
method, the sequence of the captured images is compared
with those of reference character patterns using the concept
of analytic signal. Since the captured image sequence can
be nonlinearly warped along the time axis due to the move-
ment of a hand-held camera, phase synchronization of two
analytic signals is used for the alignment of two image se-
quences. Hilbert transform is used to convert all the image
sequences into analytic signals whose phases are supposed
to be increasing. Experimental results showed the useful-
ness of the proposed phase-based alignment algorithm.

1 Introduction

Character recognition technologies using portable digi-
tal cameras have gained attention in recent years in propor-
tion to the diffusion of portable digital imaging devices. To
date, many methods have been proposed to solve challeng-
ing problems which arise in camera-based character recog-
nition [1]. In this paper, we consider the case where char-
acters cannot be identified from a single frame captured by
a still camera. For example, longer texts require multiple
frames to be captured with sufficient resolution. In this case,
the camera should be moved horizontally along the texts.
Another problem arises when the images are captured from
a moving camera. Since the camera speed is not constant,
the classification task requires sequence alignment between
the input and the reference patterns. Such problem occurs
also in applications using in-vehicle camera [2].

A sophisticated method called Mozaicing-by-
recognition was proposed by Miyazaki et al. in [3]
and [4]. It employs DP matching [5], also known as Dy-
namic Time Warping (DTW), to measure global distances
among sequences for classification. Although DTW is a
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powerful method for sequence alignment, misclassification
can still occur because DTW finds the best alignment even
for the sequences of incorrect answers. In this paper, we
propose a novel method for recognizing image sequences
captured by moving camera. Unlike DTW, the proposed
method does not ensure proper alignment for incorrect
answers. Such incorrect answers are expected to be rejected
due to failure of the sequence alignment. This strategy
can be implemented through phase synchronization of
analytic signals [6], [7]. The analytic signal is a complex
signal whose imaginary component is created by applying
Hilbert transform [8] to the real component. An important
property of the analytic signal is that its instantaneous
phase increases at any time. In other words, the trajectory
of the analytic signal rotates around the origin in the
complex plane. To make use of this property for the
sequence alignment, all image sequences are converted into
the form of analytic signal. They can then be compared and
simultaneously classified by the phase synchronization;
two sequences are aligned successfully by correcting the
frame-to-frame phase shift, if and only if, they belong to the
same category. This property is suitable for classification
task because over-fitting to incorrect categories is restricted.
The concept of the analytic signal has been rarely used
in image recognition, though it has been applied to artifi-
cial one-dimensional signal in [9]. The algorithm in [9] is
problematic for applying to actual 2D images. Phase-only
correlation [10] is proposed for the matching of fingerprints,
though it requires the analysis of the resulting images. Ga-
bor filters are used to obtain the local phase information
[11]. In the case where the camera moves toward the same
direction, however, the phase shift can be measured more
simply from the analytic signal. A Hilbert warping algo-
rithm proposed in this paper is a straightforward approach
to recognize image sequences, since it calculates the simi-
larity and the frame-to-frame phase shift at the same time.
The proposed scheme for the sequence alignment is il-
lustrated in Fig. 1. The Hilbert transform is initially ap-
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Figure 1. Hilbert warping algorithm for char-
acter recognition. Each vertical set of rectan-
gles with rotating phasors represents a vec-
tor consisting of analytic signals (ASV).

plied to each captured image along the horizontal axis. This
transformation generates a vector which we shall call ana-
lytic signal vector (ASV). Likewise, the reference pattern is
composed of the sequence of ASVs. The recognition result
is obtained by comparing the sequences of the input ASVs
and the reference ASVs of all categories.

This paper is organized as follows. Section 2 describes
the Hilbert transform to obtain ASVs. Section 3 describes
the proposed Hilbert warping algorithm for character recog-
nition. Results are shown in Section 4.

2 Hilbert transform

The Hilbert transform [8] is a process for generating an
analytic signal which rotates around the origin in the com-
plex plane as shown in Fig. 2. It is written in terms of the
convolution notation as
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The analytic signal a(t) composed of the original signal
f(t) as a real part and its Hilbert transform H [f(¢)] as an
imaginary part is denoted by

a(t) = f(t) + jH[f ()] = |a(t)|??), 2

Original signal

Analytic signal

Figure 2. Construction of analytic signal by
Hilbert transform. 7 [f(¢)] is the Hilbert trans-
form of the original signal f(¢) along the ¢
axis.

where ¢(t) is defined as instantaneous phase, and w(t) is
defined as instantaneous frequency. They are given by
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In principle, a(t) rotates counter-clockwise in the complex
plane, since the spectrum of the analytic signal is non-
negative. Let F(w) = F[f(t)] be the Fourier transform
of f(t). The analytic signal a(¢) is constructed as follows:
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2.1 Hilbert transform of an image

In the proposed method, the discrete Hilbert transform !
[12] is applied to images along their horizontal axis, assum-
ing that the camera moves from left to right. Let f;(z,y)
denote the ¢-th image in the captured sequence;

r = 1,---, X, 2"
Yy = 1’...’}/7

'We developed a library hht.h for using the Hilbert transform in MIST
[13].
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Figure 3. Analytic signals made of an image row indicated by rectangle. (a) The real part of the
analytic signal is identical to the intensity. Its Hilbert pair is in the imaginary part. (b) Analytic signal

contour in the complex plane.

where X is the image width, and Y is the image height. Let
the individual intensities of the image f;(z,y) be shifted so
as to make their mean 0. The analytic expression of the
image in the frequency domain is obtained by

Fi(u,y) (u=0)
f[at(’uwy)] = 2Ft(u7y) (u = 17 A ,2n—1 _ 1)
0 (w=2""1 ... 27" — 1)
(6)

with F;(u,y) given by applying the 1D discrete Fourier
transform to each image row (Fi(u,y) = F [f:(x,y)]). By
Eq. (6), the positive spectrum is doubled, and the nega-
tive spectrum is restricted to 0. The analytic signal a;(z, y)
can be obtained simply by the inverse discrete Fourier trans-
form. An example of a;(z,y) is shown in Fig. 3, where we
see that the instantaneous phase increases, as x increases.
Next, a¢(z, y) is converted to an ASV a(t), whose norm is
1. If the slit width (the number of image columns used for
the sequence alignment [3]) is 1, the ASV is represented as

at(X/Q, 1)
1 a(X/2,2)

a(t) = :
VI, w(X2,p)a(X/2,9) Ky

)

2.2 Calculation of similarity and phase
shift

The Hermitian inner product of ASVs can be used both
for frame-to-frame similarity evaluation and for phase syn-
chronization. Suppose that input ASVs a™(t) are com-

pared to reference ASVs a'®)(t) of category c¢. The Her-
mitian inner product s(¢) (t1,t2) between the t;-th frame of
the reference ASVs and the to-th frame of the input ASVs
is given by

s9(t,t) = [aO()] @), ®

where the superscript * denotes the complex conjugate
transpose of a vector. Figure 4 shows an example of
S(c) (tl, tg).

The magnitude of the complex number 5(°) (¢, t5) is de-
fined as a similarity measure among the frames. It is given
by

S(C)(tl,tg)‘ = \/Re [S(C) (t17t2)}2 —+ Im [S(C) (tl,tg)]2.

)
Likewise, the angle of s(°)(t,t,) is given by
Im [s(9)(t1,t2)]
289 (ty, b)) = ———— 22 10
S ( 1 2) Re [S(C) (tl,tg)] ( )
2

Note that the phases of the ASVs increase, as ¢ increases -,
since the directions of the x-axis and the ¢-axis in Eq. (7) are
equivalent if the camera moves along the z-axis. Therefore,

2This is not strictly correct. Although the spectrum of the analytic sig-
nal is O for negative frequencies, the instantaneous frequency can be neg-
ative [14]. For example, the analytic signal contour in Fig. 3 has a small
loop due to the negative instantaneous frequency. Fortunately, such loops
tend to be small if the original signal is made from black and white images
such as characters. The problem of the loops is almost negligible here be-
cause the proposed method evaluates the Hermitian inner product which
averages phase shifts over elements of ASVs.
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Figure 4. Hermitian inner product of ASVs.

if the input sequence belongs to category c, the following re-
lation is available to predict the frame-to-frame alignment:

‘S(c) (tl +sgn48(c)(tlvt2)7t2>‘ > ‘3(8)(2517152)’ an

This property is used to find the time-warping path.

3 Hilbert warping

The proposed Hilbert warping algorithm explores
the time-warping path by tracing the node where
/5 (t1,ty) = 0. While the conventional DTW calcu-
lates the time-warping path also from a cross-similarity ma-
trix (Fig. 5 (a)), the proposed method uses the magnitude
|5(9)(t1,t2)| (Fig. 5 (b)) and the angle 25 (t1,t5) (Fig. 5
(c)) for classification and path searching, respectively. Note
that the calculation of all nodes is not required. The sim-
ilarity between sequences can be obtained one by one by
following the sign of the phase shift as illustrated in Fig.
6. The algorithm shown in Table 1 calculates the similarity
S(°) to category c. The input is classified to the category
with the largest similarity.

4 Experimental results

Experiments were conducted to examine the effective-
ness of the Hilbert warping algorithm. It was compared to
the conventional DTW used in [3]. The cross-similarity ma-
trix used for the conventional DTW was calculated by nor-
malized correlation of real-valued vectors instead of ASVs.
The main difference is that the conventional DTW used only
the real components in Eqs. (7) and (8). The slope con-
straints [5] of the DTW were set as

(tl_kth_l)H(tlth)a (O§k<K)7 (12)

which means that the maximum allowable camera speed is
K — 1 [pixel/frame] [4]. This type of constraints is used
also in [3]. Using Eq. (12), we can easily compare the
similarities of reference sequences (with various lengths) to
the given input sequence (1 < to < T5).

In the experiments, recognition accuracy for individual
characters was evaluated. The number of categories used
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Figure 5. Cross-similarity and phase shift ma-
trices for recognizing an input sequence (cat-
egory M). (a) Conventional cross-similarity
matrix based on normalized correlation
(white: 0 — black: 1). (b) Similarities between
ASVs (white: 0 — black: 1). (c) Phase shifts
between ASVs (white: —m — black: ).

for the experiments was 62 (A-Z, a—z, 1-9: Ariel font).
Reference image sequences were generated as illustrated in
Fig. 7. Here we introduced parameters fiyz, Oyz, iy and
o, to simulate the horizontal velocity v, ~ N (s, 02,)
[pixel/frame] and the vertical shift y ~ Ny, 05) [pixel] of
camera movement. To obtain the images (25 x 25 pixel) of
the reference sequences, these parameters were set as fi,,; =
land py = 0y = 0y = 0.

4.1 Experiment using artificial test data

The performance of the methods was initially tested us-
ing artificial test data generated under various conditions by
changing the defined parameters. One hundred image se-
quences were generated for each category, which resulted
in obtaining 6,200 sets of test data.

4.1.1 Performance under various camera velocities

Experimental results obtained by changing the mean of the
velocity 1, are presented in Fig. 8 (a). The other parame-
ters were ft, = 0 and 0, = 0, = 0.25.
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Figure 6. Graph representing the process to
search a time-warping path. For each node
in the matrix, complex-valued Hermitian in-
ner product s(¢) (t1,t,) is shown with a black
arrow. In this example, it is calculated in the
order indicated by a white arrow. Gray cir-
cles on the matrix show the resulting time-
warping path.

The Hilbert warping algorithm outperformed the con-
ventional DTW while p,, < 4 even if K in Eq. (12) was
set identical to ¢; (without velocity constraints). However,
its performance suddenly dropped once i, > 4. One rea-
son is that the time-warping path was constructed wrongly
once the phase shift went out of the range (—, 7).

Standard deviation of parameters (pixel)
(b) oz and o are changed.
(Hoe =1, py =0)

Slit width (pixel)
(c) Slit width is changed.
(Mvz = 2, Hy = 0, Oyg = Oy = 10)
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Figure 7. Generation of an image sequence.
For each frame, the horizontal velocity pa-
rameter v, and the vertical shift parameter y
are generated from normal distributions.

4.1.2 Performance against camera vibration

For simplicity, we simulated the effect of camera vibration
by controlling o,, and o, together. The other parameters
were (i, = 1 and p,, = 0. Results are presented in Fig. 8
(b).

The results indicate that the Hilbert warping algorithm
can cope with a certain amount of vibration. To obtain ro-
bustness against more serious vibration, learning of various
reference sequences will be required.

4.1.3 Expansion of slit width

As proposed in [4], we also investigated the case where a
wider slit was used. Provided that the slit width is denoted
as w, the vector defined in Eq. (7) consists of elements
in the range of (X/2 — |w/2] < x < X/2 + |w/2]).
Results are presented in Fig. 8 (c), where the parameters



Table 1. Hilbert warping algorithm for calcu-
lating the similarity S(©) to category c. The
Hermitian inner product between the ¢,[i]-th
frame of reference ASVs and the ¢,-th frame
of input ASVs is denoted as s(° (t,]i],t2),
where i is an index used for the iteration.

Hilbert warping algorithm for character recognition

/* Initialization */
S 0, 1] 1,
do
3 do
/* Search using the sign of the phase shift */
tili + 1] — t1[i] + sgnZs(® (t1]i], t2)
until sgn/s(®) (t;[i], t2) changes

/¥ to is aligned to 1
which gives the minimum phase shift */
t£0

th—1, i1

— argminy, [ | £s' (t1[i], 2)|
S0 §le) 4 ‘s(c) (tfo,t2)|
t[1] 9, ty —ta+1,

until ¢ reaches the last frame 75

10 return S

1 1

Nolie SR BeN

WETe [lyy = 2, ity = 0and o, = 0y = 1.

The expansion of the slit width improved the perfor-
mance of both methods. It is remarkable that the Hilbert
warping algorithm achieved higher accuracy with narrower
slits.

4.2 Experiment using hand-held camera

The second experiment was conducted using test data
captured by a moving camera. The test data were composed
of six datasets (I-VI), which were captured by six different
inexperienced users. To obtain each dataset, 62 image se-
quences were captured by moving the camera along 62 dif-
ferent characters printed on a paper. The camera speed was
determined arbitrarily by each user. All the images were
trimmed and normalized such that the height of the charac-
ter became approximately 25 pixels.

Results are presented in Fig. 9. In this experiment,
the Hilbert warping algorithm was compared with the con-
ventional DTW which used slits of wider width (w = 7
[pixel]). For each dataset, horizontal velocity fi,, was esti-
mated from the ratio of the length of the reference sequence

100
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Figure 9. Recognition rates for datasets I-VI
captured by six persons. Recognition rates
by DTW (K = 3) for datasets IV, V and VI were
61.3%, 59.7% and 29.0%, respectively.

Table 2. Estimated horizontal velocity /i, of
datasets.

Dataset 1 1I 11 v A\ VI
[ve 0.73 0.75 1.36 1.96 242 3.93

to that of the input sequence. Table 2 shows the estimated
horizontal velocities.

4.3 Discussion

The proposed Hilbert warping algorithm exhibited the
highest rates for the datasets I-V in spite of the narrow slit
width. Figure 10 shows an example in which the proposed
algorithm provided a correct answer n, while the others rec-
ognized n as m. By evaluating the value obtained from Eq.
(8), the proposed algorithm found a correct alignment for
the correct category and an incorrect alignment for the in-
correct category, which is a desirable property for classifi-
cation.

If the camera speed was too high such as the case of the
dataset VI, however, the proposed algorithm did not work
properly due to the failure of the phase synchronization.
Future work will consider extending the algorithm to over-
come the velocity limitation.



Reference

m Reference

‘ n

Input Input
n n

Figure 10. Cross-similarity matrix con-
structed by Hilbert warping algorithm to
recognize n. Circles in the matrix repre-
sent the time-warping path through which
similarity is calculated.

5 Conclusion

In this paper, we proposed a character recognition
method from image sequences captured by moving camera.
For this purpose, a sequence alignment algorithm by phase
synchronization of analytic signals is introduced. The ex-
perimental results showed the usefulness of the proposed
method for sequence classification. In future work, the
Hilbert warping algorithm will be extended to cope with
arbitrary camera movement. A 2D extension of the Hilbert
warping algorithm will be interesting for future considera-
tion.
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