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ABSTRACT In this paper, we propose a method for robust estimation of the pose of an unknown object
instance in an object category from a depth image, even if it is occluded. In cluttered scenes, objects are often
mutually occluded, and at the same time, objects in a category often have various shapes. For estimating the
object pose in such situations, we have previously proposed a Two-stage Shape Reconstructor to extract
features by de-occluding the occluded region of a target object and absorbing shape variations in a category.
However, the model could not be used except in a situation where the unoccluded mask of the target object
is known, and only if the contour of the occluding object is expected to have a linear shape. To cope with
this problem, we generalize the previous model to directly extract the feature of a de-occluded object from a
depth image containing the object occluded by another object. We also propose a data augmentation method
for effectively training the model. Through evaluations on large-scale virtual-world and real-world datasets,
we confirm that the proposed method achieves promising results on pose estimation of an unknown occluded
object from an observed depth image.

INDEX TERMS Object pose estimation, AutoEncoder, occlusion.

I. INTRODUCTION
Human support robots in daily life have been actively
developed in recent years. Such a robot should have the basic
functionality of grasping and carrying a target object, such as
a mug, according to a request from a user. Object grasping
is actively developed in robotics to realize the functionality.
It is common for robots to be equipped with an image sensor
capturing an RGB/depth image to observe the surroundings.
Depth images are especially attracting attention due to their
robustness against variations in color and lighting conditions.
Object grasping requires not only the detection of the target
object but also the accurate estimation of its pose based
on such sensor data. While object detection has reached
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a practical level by recent methods such as Deformable-
DETR [1] and YOLOv7 [2], object pose estimation remains
a challenging task. It is difficult to estimate the pose of an
object occluded by another object, especially for an object
with no 3D model available. In this paper, we focus on the
pose estimation of such an object.

For estimating the object pose from an image, it is a
common practice first to detect an object region in the
entire image. If another object occludes the target object,
the observable area of the object changes depending on the
shape and position of the occluding object (Fig. 1). A pre-
viously proposed occlusion-robust object pose estimation
method [3] tackles this problem by extracting features by
an Augmented AutoEncoder. This AutoEncoder is trained
to decode the entire region from an RGB image capturing a
target object with a defect, various background clutters, and
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FIGURE 1. Various occlusions change the observable area of a target
object.

FIGURE 2. Shape variations within a category.

dynamic changes of the environment, based on a Denoising
AutoEncoder. However, this method needs to train various
poses of a target object and cannot be applied to an unknown
object. This kind of pose estimation task is called instance-
level object pose estimation [4]. In the task, a specific object
with an exact 3D model available is expected to be observed,
and its pose can be estimated accurately by comparing the
observed shape to the 3D model.

On the other hand, this paper handles variously shaped
objects in a category, called category-level object pose
estimation. In such a task, objects are expected to have
various colors and shapes within a category (Fig. 2), and
unknown objects with no 3D model available, should be
handled. A category-level pose estimation method [5] tackles
this problem by extracting features by a Pose-CyclicR-Net
based on Deep Convolutional Neural Networks (DCNNs).
However, it does not consider a situation when the observed
object is severely occluded.

We have previously proposed a method based on a two-
stage Encoder-Decoder model that realizes accurate pose
estimation of an occluded object in category-level [4]. This
model can absorb the shape variations within a category
and can accurately estimate the pose of an object even if
it is half-occluded. However, as it expects that each input
image contains only a segmented object that is occluded
simply, i.e., the target is occluded by a simple shaped
object, there are two constraints on the input images as
follows:

• A segmentation mask of the visible part of the target
object should be given.

• The contour of the occluded region is expected to be
linear.

If the target object is sufficiently far from the occluding
objects, the segmentation mask of the visible part of the
target object can be easily estimated based on the difference
of depth values. However, in practice, the occluded objects
are generally located near the occluding objects in cluttered
scenes, which also have various shapes (Fig. 3). In this paper,

FIGURE 3. Expected input images.

we further improve this previous method [4] for such general
scenes.

The main contributions of this work are as follows:

• We extend the first stage of the Two-stage Shape
Reconstructor to a generalized one; the Generalized
Two-stage Shape Reconstructor, which directly extracts
features of an unknown occluded object from a depth
image containing another unknown occluding object.

• We propose a data augmentation method suitable for
training the Generalized De-occluding AutoEncoder
(GDAE).

• We evaluate the proposedmethod on a large-scale virtual
dataset and a real dataset which consist of images with
various virtual and real occlusions, respectively.

II. RELATED WORK
A. SENSORY DATA FOR POSE ESTIMATION
Object pose estimationmethods for a robot can be categorized
into several approaches in accordance with data representa-
tion: image-based [3], [4], [5], [6], [7], [8], [9], [10], point
cloud-based [11], and voxel-based [12]. The image-based one
is the most practical, given that it is commonly mounted on
a robot for daily life support. Among them, methods based
on an RGB image estimate an object pose from color values.
On the other hand, those based on a depth image estimate
from the 3D shape represented by depth values to the target
object. In comparison with the former methods, the latter
methods are not only robust to texture variations of objects,
background disturbance, and lighting variations, but also can
easily extract the region of the target object if it is far from the
surrounding objects. Therefore, in this paper, we make use of
the depth image representation.

B. POSE ESTIMATION BASED ON HAND-CRAFTED
FEATURES
For image-based object pose estimation, it is common
to use features extracted from an observed image [13].
One of the earliest image-based methods is the template
matching approach [14]. It searches for the best-matched
template based on color values from many templates of
a target. The Parametric Eigenspace method [6] reduces
the number of templates and embeds the continuous pose
change of an object onto a manifold in a low-dimensional
subspace represented by a small number of templates.
Afterward, various methods based on hand-crafted features
were proposed for more effective image recognition [15].
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FIGURE 4. Proposed Generalized Two-stage Shape Reconstructor. The input is a depth image containing the object occluded by an arbitrarily shaped
object. The Generalized De-occluding AutoEncoder (GDAE) clears the surrounding objects and de-occludes the occluded region of the target object. Then,
the complete region of the object is cropped from the de-occluded image. The Median-shape Reconstructor extracts feature vectors from the de-occluded
image for pose estimation.

These methods need hand-crafted features representing the
property of the target object or the surrounding environment.
Additionally, they cannot adapt to shape variations in a
category.

C. POSE ESTIMATION BASED ON DEEP LEARNING
In recent pose estimation methods, DCNNs are usually
used for extracting more efficient features from an image.
Pose-CNN [16], SSD-6D [17], Dense Fusion [18], Dual-
PoseNet [19], and GPV-Pose [20] are some of the accurate
instance-level object pose estimation methods. However,
these methods are not robust to environmental change includ-
ing severe occlusions. Since the extracted features depend
only on the observable region of the target object, the features
are largely affected by occlusions. If the entire region of the
occluded object could be predicted, they would work well,
regardless to the occlusion. It leads to occlusion-robust pose
estimation. To extract such features, Sundermeyer et al. [3]
proposed the Augmented AutoEncoder, which generalized
the Denoising AutoEncoder [21]. The method extracts a
feature from the entire region of the object instance, which
is de-occluded from an observed image with some defects in
the object, various background clutters, and various lighting
conditions.

The above methods based on DCNNs all take instance-
level pose estimation approaches. In contrast, a category-level
pose estimation method from a depth image was proposed
by Ninomiya et al. [5]. They proposed Pose-CyclicR-Net,
which is a modified DCNN for handling the circularity
of object poses by introducing trigonometric functions as
outputs. Sun et al. [22] proposed OnePose, which can
estimate both instance- and category-level object pose. The
model trained a feature matching network between 2D and
3D keypoints.

However, these methods did not explicitly focus on the
occlusion of the target object. To handle the occlusions,
we have proposed the Two-stage Encoder-Decoder model [4]
to realize an occlusion-robust pose estimation at the category
level. This method does not only tackle the object occlusion at
the category level by extending the Augmented AutoEncoder
to a two-stage model, but also tackles the difficulty of shape
variations in a category by a Median-shape Reconstructor to

reconstruct the representative shape in the category. However,
it assumes that the input is a depth image with a segmentation
mask of the target object, whose contour of the occluded
region is linearly shaped.

III. GENERALIZED TWO-STAGE SHAPE RECONSTRUCTOR
The goal of this paper is to realize a category-level occlusion-
robust object pose estimation method in general cluttered
scenes considering the various shapes and positions of
unknown occluding objects. Here, we assume that the target
object category is known, thus we build the pose estimation
model for each category. We propose a Generalized Two-
stage Shape Reconstructor to extract features from a depth
image containing an occluded target object with another
object.

Fig. 4 illustrates the proposed Generalized Two-stage
Shape Reconstructor. The previously proposed model [4] sets
a strong assumption that the input is a depth image with
a segmentation mask of the target object, whose contour
of the occluded region is linearly shaped. On the other
hand, the proposed Generalized Two-stage Shape Recon-
structor features the Generalized De-occluding AutoEncoder
(GDAE), which is extended to expect an input depth image
containing a target object occluded with another object
whose contour is not necessarily linearly shaped. This paper
proposes a novel framework to construct the GDAE that can
directly remove an arbitrarily shaped occluding object by
reconstructing the target shape from the occluded image in
an end-to-end manner. To achieve this goal, it is necessary
to prepare a large number of training images containing
variously shaped occluding objects. However, in a real-world
scenario, the cost of preparing these training images cannot
be ignored. Therefore, the proposed method extends the data
augmentation pipeline by introducing an occluded image
synthesis process that can handle the target object and the
occluding object separately.

In the rest of this section, we describe the pose representa-
tion learning method including the training of the proposed
GDAE in Section III-A, the proposed data augmentation
method in Section III-B, and the pose estimation method
using the Generalized Two-stage Shape Reconstructor in
Section III-C.
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FIGURE 5. Training the Generalized De-occluding AutoEncoder (GDAE).

A. POSE REPRESENTATION LEARNING
The two models in the proposed Generalized Two-stage
Shape Reconstructor, which are Generalized De-occluding
AutoEncoder (GDAE) and Median Shape Reconstructor, are
trained sequentially.

1) GENERALIZED DE-OCCLUSION LEARNING
GDAE is trained to directly extract the feature of an object
from a depth image containing another unknown occluding
object. Fig. 5 illustrates the training of GDAE. First, the input
image Iin1 and the target image Itar1 are generated (Fig. 5 (1)).
In this procedure, the target object and the occluding object
are randomly selected, and the former is occluded by the
latter according to the process introduced in Section III-B.
The background of the target object is expanded so that most
of the object can be de-occluded in the output image. GDAE
decodes the de-occluded image Iout1 from the input image Iin1
(Fig. 5 (2)). In the process, surrounding objects are removed
from the de-occluded image Iout1. For minimizing difference
between Iout1 and Itar1 (Fig. 5 (3)), the weights of the GDAE
are optimized.

2) DE-OCCLUSION AND POSITION CORRECTION
After training the GDAE, it will decode a de-occluded image
similar to the target. A plausible bounding box surrounding
the entire region of the target is estimated from the de-
occluded image. Then, the target position is aligned so that the
bounding box is located at the image center. This procedure
tackles the problem of the offset between the true object
center and the image center, as mentioned in [4]. The input
image Iin2 generated by this procedure is used for the second
stage, that is, the Median-shape Reconstructor, to extract a
feature vector.

3) MEDIAN-SHAPE REPRESENTATION LEARNING
The Median-shape Reconstructor is an Encoder-Decoder
model proposed in our previous work [4].We use themodel to
extract the feature vector v from the de-occluded target object.
This model is trained to encode an input image Iin2 containing
the target object to the feature vector v and decode an image

FIGURE 6. Data augmentation of occluded images by synthesizing a
target and an occluding object.

containing the median-shaped object in the category of the
input object.

Before the training, the median-shaped object is selected
as the minimum one of the summations of the distance to
all of the other object instances in the category. For selecting
the median-shaped object, first, we define the distance di,j
between two object instances i and j. Here, we assume that
we have images of each object in various poses. The distance
di,j is defined as the sum of distances between images in
each pose k of the object instances as di,j =

∑
k ∥wi,k −

wj,k∥, where wi,k and wj,k are the image features of object
instances i and j in pose k , respectively. Here, the image
feature is extracted from each image. The feature is an
intermediate activation of a DCNN model based on Pose-
CyclicR-Net [5], which is trained with pairs of an image and
the pose represented by trigonometric functions (cos θ, sin θ ).
By following the definition ofMedian in Statistics, we select
an object instance i where the value Di =

∑
j di,j is the

minimum, as the median-shaped object in the training set.
Since the selected median-shaped object robustly simulates
the global median shape of the category, it is expected to be
also a good reference for any test set.

B. DATA AUGMENTATION FOR GENERALIZED
DE-OCCLUSION LEARNING
In our previous work [4], the dataset was generated by
a pseudo-occluding process where the target objects are
occluded horizontally or vertically. Although this procedure
allows us to prepare the dataset easily, the input image is
limited to images where the contour of the occluded region
is linearly shaped. In this paper, we assume that an object
is occluded by an arbitrarily shaped object. Due to the
combinatorial explosion, it is difficult to create such an image
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in a virtual world, and even more difficult in the real world.
To overcome this difficulty, we propose a data augmentation
method by collecting images containing a target object and an
occluding object separately and superimposing the latter on
the former for training the model. Fig. 6 shows the overview
of the proposed data augmentationmethod. Themain features
of the method are as follows:

• Pseudo-occluding process with the transition of the
occluding object for generating various realistic occlu-
sions.

• Training data synthesis by considering the offset of the
detected bounding box caused by the occlusion.

1) DATA PREPARATION
For training the model properly, the training data should
contain diverse variations, especially each occluding object
and its position. Considering the combinatorial explosion
of preparing such a dataset, we segment each image into
three parts; a target object, an occluding object, and the
background, and prepare them independently. Then, we can
generate various images by combining them randomly.
We describe how to obtain these images in a virtual world
and the real world, in Section IV.

2) DATA AUGMENTATION
The goal of this procedure is to generate an input image
Iin1 and a target image Itar1 for the DGAE from the above-
mentioned images. First, for simulating various locations of
an occluding object, an occluding object image is randomly
shifted along the x-axis. In the procedure, it is shifted by 1x
in the x-axis direction (Fig. 6(1)). Second, the observable
area of the target and its bounding box is estimated using a
target image and a shifted occluding object image (Fig. 6(2)).
Third, the target image Itar1 is generated by cropping it with
the bounding box located at the image center since the input
image Iin1 is expected to be input with the bounding box
located at the image center (Fig. 6(3)). Then, an image where
the target object is occluded by another object is generated
by superimposing an occluding object on a target object on a
plane (Fig. 6(4)). Finally, the input image Iin1 is cropped by
the same region referring to the target image Itar1. The image
is cropped with the bounding box located at the image center.

C. POSE ESTIMATION
We follow the object pose estimation method described in our
previous work [4]. The pose estimator is based on the Nearest
Neighbor classifier. In the training phase, a set of feature
vectors V = {v} is extracted from the training depth images
of an object in various poses. The vectors in V continuously
vary in the feature space (Fig. 7(a)) according to the pose
of the object. In the case of 1D rotation of an object, based
on the concept of the Parametric Eigenspace method [6], the
feature vectors line up on a 1D manifold in the feature space.
From multiple object instances, a set of feature vector sets
µ = {V1,V2, · · · } is extracted. In Fig. 7(a), the color of a solid

FIGURE 7. Nearest neighbor search-based pose estimation.

circle indicates the vectors extracted from the same object
instance. Since the Median-shape Reconstructor shrinks the
shape variation in a category, the extracted feature vectors are
expected to be the same if the poses are the same, even for
different objects.

For pose estimation, a feature vector vt is first extracted
from a target depth image by the Generalized Two-stage
Shape Reconstructor. The pose is estimated by Nearest
Neighbor regression with feature vectors in the vector sets
V1,V2, · · · with pose labels. The pose estimator searches for
the nearest neighbor vector v̂ from the set of vectors µ as:

v̂ = argmin
v∈Vx,Vx∈µ

∥v − vt∥ (1)

Finally, the pose estimator outputs the pose v̂, which is the
nearest neighbor of the input feature vector vt.

IV. EXPERIMENTAL EVALUATIONS
To confirm the effectiveness of the proposed method in
challenging sceneswhere the target object is heavily occluded
by an unknown object, we evaluated the method using two
original datasets. We selected ‘‘mug’’ as the target category
for the reason that it is one of the asymmetric objects
that we can define the pose uniquely, and often appears in
home scenes. We selected four categories; ‘‘bottle’’, ‘‘cap’’,
‘‘mug’’, and ‘‘vase’’ as occluding object categories that also
often appear in such scenes. Additionally, we selected 30◦ for
the elevation angle assuming the viewpoint of human support
robots.

To train the model, as is the case with most recent
methods [16], [18], it is more realistic to use a large number
of computer graphics images and a small number of real-
world images rather than capturing an enormous number
of the latter with various poses. Therefore, we performed
experiments not only in an ideal setting with virtual-world
images but also in a realistic setting with both virtual-world
and real-world images.

A. DATASETS
We prepared two datasets for the evaluation; a large-scale
virtual-world dataset and a real-world dataset.

1) LARGE-SCALE VIRTUAL-WORLD DATASET
Different from the dataset introduced in our previous
work [4], we prepared a new large-scale virtual-world dataset
that imitates a heavily cluttered scene by realistic occluding
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objects. For the proposed data augmentation, three types of
virtual settings; a target, an occluding object, and a target on a
plane, were rendered. Depth images containing only a target,
and a target on a plane were rendered using 3D models of
105 mugs from ShapeNet [23] as the virtual dataset. Depth
images were rendered from the 3D model of each mug. For
the rendering, a camera virtually rotated around the vertical
axis with an interval of 1◦ while fixing the elevation angle.
Images that even humans could not determine the object’s
pose were discarded. On the other hand, depth images of an
occluding object were rendered from a total of 80 3Dmodels;
20 objects for each of the four categories. The objects were
virtually shifted along the y-axis in front of the target while
fixing the elevation angle of the camera. They were then
scaled to 384 × 384 pixels.

2) REAL-WORLD DATASET
Different from the dataset introduced in our previous
work [4], we prepared a real-world dataset that imitates
the heavily cluttered scenes by occluding objects actually
captured in the real world. For this dataset, the training
images and the evaluation images were generated differently.
We used an RGB-D image sensor; Microsoft Azure Kinect,
fixed 65 cm away from the target object, for capturing
both color and depth images. For the training images, first,
five different kinds of mugs were placed one by one on
a turn-table embedded on a tabletop. All target images
were captured while rotating the turn table around the
vertical axis with an interval. Images that even a human
could not determine the pose of the object were discarded.
On the other hand, depth images of an occluding object
were captured from a total of twelve actual objects, three
objects in each of the four categories. For each object, depth
images were captured by shifting the object along the y-axis
in front of the target while fixing the elevation angle of
the camera. Images containing 1) only the target and 2)
only the occluding object, were generated by subtracting
the background images containing only the tabletop plane
from the captured images. The bounding boxes of the
targets were obtained from the images containing only the
target.

In contrast, for each evaluation image, a target object
and another occluding object were captured together. Each
mug in five different shapes was placed on a turn table
one by one. The target images were captured while rotating
the target object on the turn table around the vertical axis
with an interval of 10◦ and changing the occluding object
in each capture. Here, the locations of the mugs in the
observation images are unknown in the pose estimation
phase. Then, as preprocessing, a mug was first detected from
each color image using YOLOv3 [24] and a bounding box
was obtained. The depth images were cropped and scaled to
384× 384 pixels with the bounding box located at the image
center.

TABLE 1. Number of images used for the evaluation.

FIGURE 8. Ratios of samples with Absolute Angular Error (AAE) within n
degrees.

B. EXPERIMENTAL SETTING
We evaluated the performances of the proposed method
compared with two comparative methods 1 and 2.

• Comparative method 1 is based on Pose-CyclicR-
Net [5], abbreviated as PCR-Net. Feature vectors are
extracted as intermediate activations of a DCNN-based
regression model trained with our dataset.

• Comparative method 2 is based on Augmented AutoEn-
coder [3], abbreviated as Aug-AE. Feature vectors
are extracted as a vector encoded by the Augmented
AutoEncoder trained with our dataset.

The two Encoder-Decoder models in the Two-stage Shape
Reconstructor consist of the Encoder and the Decoder, which
both are composed of five convolution layers. ReLU is used
for each activation function. The intermediate feature map
of the Generalized De-occluding AutoEncoder (GDAE) is
12 × 12 × 1, 024 dimensions to de-occlude the target object
accurately, and the intermediate vector of the Median Shape
Reconstructor has 512 dimensions to express each pose
sparsely. Mean Squared Error (MSE) was used for the loss
function and Adam [25] was used for the optimizer in the
training phase.

We evaluated the methods in the following two settings:
1) Evaluation on the large-scale virtual-world dataset, and
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FIGURE 9. Visualization results of the target objects.

2) Evaluation on the real-world dataset. Table 1 shows the
overview of the datasets. In Setting 1, we trained the models
and evaluated the methods on the virtual-world dataset. For
the Generalized Two-stage Shape Reconstructor training,
we used depth images from the 3D models of 100 mugs as
target images, and those of 80 objects as occluding object
images. We trained the Reconstructor with the proposed data
augmentation that randomly selects occluding objects and
their positions. For the pose estimator training, we used
depth images from the 3D models of 30 mugs among
100 mugs. In total, we used 40,650 generated images by
the proposed data augmentation. For evaluation, we rendered
180 images from the fivemugs and the 20 unknown occluding
objects, which were not used in the training phase. We used
127 images out of 180, excluding images whose poses could
not be estimated visually.

In Setting 2, we trained all the models in the virtual-world
and the real-world datasets. For the Generalized Two-stage
Shape Reconstructor training, we added five real mugs as the
target objects and the twelve occluding objects to the dataset
in Setting 1. For the pose estimator training, we similarly
added the five real mugs. For the evaluation, we used
110 images captured from the five unknown real mugs and
eight unknown occluding objects, which were not used in the
training phase.

C. EVALUATION METRICS
To evaluate the difference between the object pose and the
estimated rotation angle around the vertical axis, we cal-
culated Absolute Angular Error (AAE) between the pose
estimation result and the corresponding true pose, described
in our previous work [4]. Based on AAE, we used three
metrics; Mean Absolute Angular Error (MAAE), 95% Mean
Absolute Angular Error (95MAAE), and the ratio of AAE
within n◦ (w/in n◦ where 0 ≤ n ≤ 20). 95MAAE is less
susceptible to outliers (results with the estimated poses far
apart from the true pose) compared to MAAE.

D. RESULTS
First, Table 2 shows the pose estimation results in Settings
1 and 2. The proposed method achieves the best performance

TABLE 2. Pose estimation results.

on most items. Next, Fig. 8 shows the w/in n◦ in Settings
1 and 2. The results demonstrate that the proposed method
is effective on both virtual and real images.

We discuss the effectiveness of the proposed GDAE by
comparing the de-occlusion results between GDAE and Aug-
AE. Fig. 9 shows examples of the de-occlusion results
of Aug-AE, GDAE, and the Median-shape Reconstructor
(the second stage of the proposed method). Since Aug-
AE could not estimate the offset between the true object
center and the image center, it could not de-occlude the
occluded region accurately when the target object was heavily
occluded. Meanwhile, GDAE could remove the surrounding
object and de-occlude the occluded region accurately by
considering the offset in the training. In Addition, in most
cases, the Median-shape Reconstructor could reconstruct
the median-shaped object accurately from the de-occluded
images.

V. CONCLUSION
In this paper, we proposed an occlusion-robust pose
estimation method from a depth image for an unknown
instance in an object category. To tackle this problem, our
previous work proposed a model to extract features by
de-occluding the occluded region of the target object and
absorbing shape variations in a category. However, this
method could not be used except in a situation where the
segmentation mask of the visible part of the target object is
known and the occluding contour is linearly shaped. Thus,
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we extended this method to the Generalized Two-stage Shape
Reconstructor that directly extracts features of an unknown
occluded object from a depth image containing another
unknown occluding object. Besides, we proposed a data
augmentation method for training the Generalized Two-stage
Shape Reconstructor effectively. Through the evaluation on
large-scale virtual-world and real-world datasets, we con-
firmed that the proposed method successfully estimated the
pose of an unknown occluded object from an observed
depth image. In the future, we will extend the proposed
method to 3D axis rotation and demonstrate object grasp-
ing using the proposed method and implement real-wrold
applications.
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