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Abstract—In this paper, we propose a method for human pose
estimation from a Low-resolution Far-InfraRed (LFIR) image
sequence captured by a 16 x 16 FIR sensor array. Human body
estimation from such a single LFIR image is a hard task. For
training the estimation model, annotation of the human pose to
the images is also a difficult task for human. Thus, we propose the
LFIR2Pose model which accepts a sequence of LFIR images and
outputs the human pose of the last frame, and also propose an
automatic annotation system for the model training. Additionally,
considering that the scale of human body motion is largely
different among body parts, we also propose a loss function
focusing on the difference. Through an experiment, we evaluated
the human pose estimation accuracy with an original data set,
and confirmed that human pose can be estimated accurately from
an LFIR image sequence.

I. INTRODUCTION

The aging society has become a problem in most developed
countries. In addition, the aging rate is expected to increase
in the future due to the declining birthrate, leading to an
increase in elderly population that live alone. For the health
and safety of such elderly people, it is necessary to monitor
their physical functions and respond to emergencies. To this
end, monitoring systems for the elderly people living alone
are attracting attention.

While there are different types of monitoring systems such
as wearable type [1][2][3] and sensor type [4][5], it is
common to recognize the behavior of an elderly person using
images taken from an indoor visible light camera. However,
capturing high-resolution images in everyday life gives rise to
privacy concerns.

With this, Low-resolution Far-InfraRed (LFIR) sensors as
shown in Fig. 1 attract attention as a sensor to avoid privacy
concerns— [6][7][8][9][10]. The infrared sensor array is a
collection of multiple infrared sensors arranged in a grid, and
can measure the temperature distribution in a specific area.
Because of its low cost, it is also used as a human sensor
in home appliances such as air conditioning. Since images
taken with infrared sensor arrays are in low resolution, they
can reduce privacy concerns. Another advantage is that it can
detect heat sources even in the dark. Figure 2 shows an RGB
image and its corresponding LFIR image and joint points.

There are works using LFIR that can recognize several
types of behaviors [6][9]. However, in order to maintain the
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Fig. 1. Far-infrared sensor array.
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healthy life of an elderly person, it is necessary to evaluate
the flexibility of the body parts after estimating the behavior
class recognition, but these methods cannot recognize small
but significant differences within each behavior. Therefore,
we propose a pose estimation method from low-resolution
images taken with an infrared sensor array with consideration
of privacy, named LFIR2Pose.

However, 1) it is difficult to estimate an arbitrary human
pose from the LFIR images. Also, for training the model, 2)
it is required to prepare a significant number of annotated data
but it is difficult to precisely annotate the joint point positions
(ground truth) that compose the human pose from an LFIR
image as shown in Fig. 2 (ii).

For problem 1), we limit the possible pose for each behavior,
and build a model. Assuming that the behavior class can be
obtained by an existing method such as [6][9], the variation
of the human pose can be limited. Since the future motion
is predictable within a behavior class even for LFIR images,
the temporal information would be an effective key to estimate
the human pose. Therefore, we use 3D Convolutional- Neural-
Network (CNN) as the model to utilize temporal information
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including motion information. Additionally, since there are
joint points that move largely or not depending on the action,
we introduce a loss function that weights each of the joint
points, namely the weighted joint point loss. Meanwhile,
for problem 2), we propose an automatic annotation system
which utilizes an RGB image captured with an LFIR image
synchronously.
Our contributions are as follows:

o LFIR2Pose model: A pose estimation frame-
work which estimates human pose from LFIR
images, with the following features.

— 3D CNN: Utilize temporal information to
estimate human pose.

— Weighted joint point loss: Weighting each
joint point depending on the standard devi-
ations of their movements.

o Automatic annotation: Capturing both RGB and
LFIR images, and annotating the ground truth
for each LFIR image by applying OpenPose [11]
to the corresponding RGB images.

Note that we assume that the behavior class is previously
determined, and a model is constructed for each behavior class.

The rest of this paper is organized as follows: Sec. II
introduces related work, Sec. III describes the pose estimation
method from an LFIR sequence in detail, Sec. IV reports the
experiment, and Sec. V concludes the paper.

II. RELATED WORK

For human pose estimation, methods using high-resolution
RGB images have been proposed. As applications using
LFIR images captured by a far-infrared sensor array, human
tracking [7], hand gestures recognition [8][10], and action
recognition [6][9] have been proposed. Since the goal of this
study is to estimate pose from LFIR images in this section,
we summarize the related works in detail.

A. Human Pose Estimation

There are two approaches when modeling human poses: the
bottom-up approach that extracts key point candidates in an
image and connects them together to a human body, and the
top-down approach that estimates the pose of each person after
detecting the person. As an example of the top-down approach,
Cascaded Pyramid Network (CPN) [12] is proposed. CPN
consists of two networks: GlobalNet which extracts clear key
points, and RefineNet which makes it possible to estimate key
points that are difficult to find by upsampling and integrating
features generated by the GlobalNet.

The method proposed by Xiao et al. [13] also takes the top-
down approach. This is a simple yet effective baseline method
using ResNet as a backbone. This is proposed in order to solve
the difficulty of model comparison caused by the emergence
of complicated pose estimation algorithms in recent years. Its
network consists of ResNet and several deconvolution layers,
and uses the simplest model that generates a heat map of joint
points from low-resolution features.

On the other hand, OpenPose [11] is a representative exam-
ple of the bottom-up approach. It calculates Part Confidence
Maps (PCM), which indicate the likelihood of positions of the
joint points as a heat map, and Part Affinity Fields (PAF),
which indicate the connection between the joint points as
vector fields, for an input image. Then, it estimates the pose
of the person from the estimated joint point coordinates and
their connections.

The method proposed by Raaj et al. [14] also uses PAF like
OpenPose, but also utilizes temporal information: Temporal
Affinity Fields (TAF) which represent the temporal movement
of body parts. It realizes online pose tracking to link people
using Spatio-Temporal Affinity Fields which consist of PAF
and TAF.

Another method that takes the bottom-up approach is
PersonLab [15]. It is a method that can perform human
pose estimation and instance segmentation simultaneously and
features offset estimation (regression) of joint points from
each pixel. Concretely, it estimates a heatmap (a circle with a
constant radius centered on the joint point called the Keypoint
Disk), short-range offsets (a two-dimensional vector field that
represents the coordinates of the joint point in the Keypoint
Disk of each joint point), and mid-range offsets (a two-
dimensional vector field that regresses the coordinates of the
joint point corresponding to the joint point in the Keypoint
Disk of each joint point type) by a CNN model and finally
estimates the human pose.

Each of the methods introduced above targets high-
resolution RGB images and achieves highly accurate esti-
mation for complex poses of multiple people. However, it
is difficult to apply the methods directly to LFIR images to
estimate human pose due to their extremely low resolution.

B. Far-Infrared Sensor Array

The FIR sensor array used in this study is composed of
16 x 16 thermopile thermal infrared sensors placed just after
the lens. The sensor generates an electromotive force when its
temperature rises by receiving infrared rays. Because it can
detect absolute values of the temperature, it can measure the
surface temperature of objects in a non-contact manner. It is
generally used as temperature monitoring sensors in factories
and home appliances. Some works that use the sensor have
been reported as follows.

A human body tracking method using an FIR sensor array
has been proposed [7]. It introduces a thermo-spatial sensitive
histogram to focus the target in an LFIR image sequence
which allows accurate tracking by representing the target
with multiple histograms and reducing the influence of the
background pixels. Based on this representation, the proposed
method tracks humans robustly to occlusions, pose variations,
and background clutters.

In addition, to use the sensor as a user interface, hand
gesture recognition methods have been proposed [8][10]. In
order to reduce the problems caused by the characteristics of
the FIR sensor such as low resolution, the methods focus on
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Fig. 3. Process flow of the proposed method.

the temperatures close to the human body and the region with
significant motion.

As a study aimed at emergency response for the elderly peo-
ple living alone, human behavior recognition methods [6] [9]
have also been proposed. The method in [6] extracts features
from 8 x 8 LFIR images and classifies them into five patterns:
stand, sit, lie low, stay in bed (daily behaviors), and tumble
(abnormal behavior), and detects emergency. It proposes the
“Gradation method” considering the color of adjacent pixels.
Similarly, the method in [9] realizes classification of behaviors
into four patterns: walk, sit, stand (daily behaviors), and fall
down (abnormal behavior). In this method, only the human
area is cropped from LFIR images and their inter-frame
difference is utilized. By extracting visual features using CNN
and temporal information using Recurrent Neural Networks
(RNN), it accomplishes highly accurate behavior classification.

However, these methods cannot detect small differences
within the same behavioral class. By not only recognizing
actions but also estimating the joint positions of a person in
frames, we aim to understand actions in detail. This is the
first attempt to estimate the human pose from extremely low-
resolution FIR images.

III. LFIR2POSE

In this paper, we propose an accurate pose estimation
method from an LFIR image sequence. Pose estimation from
only one LFIR image is a hard task, since a target in the image
is in extremely low-resolution. Therefore we design A) a 3D
CNN model to handle time series of LFIR images, and B) the
weighted point loss to focus on the motion information.

For training the CNN model, a number of training data
with accurate annotation is required, but annotating the joint
positions of the human body (ground truth) by referring only
to each LFIR image is a difficult task for human. To this end,
for collecting annotations automatically, C) we construct an

automatic annotation system using both an FIR sensor array
and an RGB camera.
Fig. 3 shows the process flow of the proposed method.

A. 3D CNN Model

We propose a 3D CNN model for the proposed pose estima-
tion method LFIR2Pose as shown in Fig. 4 from LFIR images.
In this model, by assuming that the behavior class is known in
advance, pose variances are restricted and can utilize temporal
information. This model takes an LFIR image sequence of
N frames X; = (X(—(N-1)):--X(i—1),X;) € RN*16x16 a5
the input and outputs a 2.J-dimensional vector y; € R2/
consisting of J joint points for the final frame of the input
sequence. By using a 3D CNN, we can reduce the difficulty to
estimate human poses from extremely low-resolution FIR im-
ages compared with by using only one image because temporal
convolution can capture the human motion. Since LFIR images
are in extremely low-resolution, applying pooling repeatedly
loses much information of the input. Therefore, we do not
insert any pooling layer after each convolution layer. Instead
of the pooling layers, by inserting a global max pooling layer
at the end of the convolutional layers, we can obtain a feature
which is robust to the human position in LFIR images.

B. Weighted Joint Point Loss

Considering human behavior, such as the action of waving
hands, the body joints from the arm to the hand move largely,
while other joints hardly move. Estimation of the latter ones
are easier than the former ones. Considering this, we would
like to increase the loss for mis-estimation of largely moving
joint points. Therefore, for the proposed model training, we
use Mean Squared Error (MSE) with weights on each joint
point defined as,

o = (01,02,...,027), (1)
Ntotal
1
o — Py~ P’ @
/ Ntotal ;( ’ ])

A weight vector w is determined per action by using joint
points’ ground truth p; = (p;1, Pia, ---, Pi2s) ", Where i denotes
the index of the frame and J denotes the number of joint
points. By (1) and (2), the standard deviation of each joint
point is scaled to [1, ] by referring to the maximum variance
of the joint points, and the normalized values are used as the
weight vector. Here Ny, denotes the total frames for each
action video. The weighted joint point loss is defined as,

Ly t:) = w' (yi — t;), €)]
wo el )
o[ oo

where y; is the ground-truth pose and t; is the estimated pose.
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C. Automatic Annotation System

In order to estimate the human pose, the position of each
joint point is required for training the CNN model. However,
it is difficult to manually assign joint point positions to LFIR
images. Therefore, we realize automatic annotation of the joint
point positions utilizing high-resolution RGB images taken
synchronously with the LFIR images (Fig. 5).

After capturing, the poses obtained by using OpenPose

TABLE I
ACTIONS IN THE DATASET

Action Description
A Waving the right and left hands alternately
B Deep breathing
C Picking up and putting down things on the floor
D Standing and sitting

on the RGB images are used as the ground truth for the
corresponding LFIR images. The positions of the detected joint
points are scaled to be within the range of [—1, 1] (Fig. 6) and
the positions are aligned along with the z-coordinate of the
joint point Q in Fig. 6 to the center of the space (x = 0), and
the human pose is offset so that the y-coordinate value of the
bottom-most joint point is 1. Also, the length of body parts
between P and Q in Fig. 6, which is the first frame where the
person is standing, is normalized to 0.5.

IV. EXPERIMENT

We prepared an original dataset, and experimented on the
dataset to confirm the effectiveness of the proposed method.

A. Dataset

We captured data using an FIR sensor array (D6T-
1616L manufactured by OMRON) and an RGB camera
(BSW20KM11BK manufactured by Buffalo) synchronously.
The data consists of four types of actions shown in Table I.
We selected these actions because the movement of the human
body are everyday actions and clear to understand in the spatial
dimension. Each action was taken as a pair of RGB and
LFIR video clips for 11 people and at 9 different positions
relative to the sensor (Fig. 7). This results in 99 (= 11 x 9)
videos (training: 55, testing: 44) for each action. The number
of frames per video clip per position was about 170 frames.
In the experiment, we set N to 16 so used approximately
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8,525 (= (170 — (16 — 1)) x 55) input data for training and
6,820 (= (170 — (16 — 1)) x 44) for testing.

Fig. 8 shows the experiment environment, and Fig. 9 shows
examples of the captured RGB image, LFIR image, and the
corresponding ground truth in the pose space. Note that since
the RGB images taken for annotation are in high resolution,
OpenPose works accurately. Rare mistakes were excluded by
visual inspection.

B. Model Parameters

In the model, from N input LFIR images, we extract
features using 3D CNN with three convolutional layers
of 64, 128, and 256 channels with rectified linear unit
layers. The kernel size of filters in each convolutional
layer is (frames, height, width) = (5,3,3) and the stride
is 1. The padding size for the convolutional layers is

Input  mmmmmemeeees Convolution

Maxpooling

EC
16
256 Output
R
SR
T 0 1-1-
256 42

Fig. 10. Network structure of comparative model 1.

__________ Convolution

Maxpooling

Fig. 11. Network structure of comparative model 2.

(frames, height, width) = (0,1,1). After the global max
pooling layer, the model outputs a 2J = 42-dimensional vector
z = f(X;) using fully connected layers.

C. Loss Function Parameter

In this experiment, we set & = 50 in (2). Thus, for each
action, the weights of the joint points are scaled to the range
of [1,50].

D. Methods and Evaluation Procedure

Since there is no study that addresses the same problem
as ours, in the experiment, the following four methods made
by ourselves were compared. Comparative method 1 uses the
model shown in Fig. 10 which is a simple baseline model.
It uses a simple three-step convolutional neural network.
Comparative method 2 uses the same setting for convolutional
layers as comparative method 1, while it utilizes a global max-
pooling layer at the end of convolutional layers instead of
the max-pooling layers in the model (Fig. 11). Therefore, the
spatial size of the feature maps in this network is the same as
that of the input image. In these models, the number of input
LFIR images N is set to 1. Proposed methods 1 and 2 use
the model shown in Fig. 4. In the model, the number of input
LFIR images N is set to 16 for both methods, while the latter
uses the weighted joint point loss for the training.

In order to compare the methods, we evaluated estimation
accuracies on the test data which are captured at untrained
subject positions. The models are trained by using the data
captured at positions 1, 3, 5, 7, and 9 for each action (Fig. 7).
Then the data of subject positions 2, 4, 6, and 8 are used for
the evaluation.
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TABLE II
RMSE OF THE GROUND TRUTH AND THE ESTIMATION RESULTS (10*2)

Position | 2 4 6 8 | Average

Comparative method 1 | 433 4.85 535 5.1 491

Action A Comparative method 2 | 4.63 470 5.04 522 4.90

Proposed method 1 288 346 345 3.63 3.36

Proposed method 2 2,65 312 332 368 3.19

Comparative method 1 | 9.65 104 828 12.6 10.2

Action B Comparative method 2 | 7.10 5.62 552 7.19 6.36

Proposed method 1 497 435 421 485 4.59

Proposed method 2 453 429 410 459 4.38

Comparative method 1 | 11.2 100 16.8 109 12.2

Action C Comparative method 2 | 7.35 732 7.24 731 7.30

Proposed method 1 513 512 507 499 5.07

Proposed method 2 491 496 5.04 4.96 4.97

Comparative method 1 | 832 725 657 7.19 733

Action D Comparative method 2 | 553  5.67 5.0 6.34 5.64

Proposed method 1 382 434 408 529 4.38

Proposed method 2 373 415 406 540 4.33
G q Result of

. roun

Position truth Proposed
u method 2

2
4 j )
6
8
Fig. 12. Example of the pose estimation result (Action C).
E. Result

Table II shows the Root Mean Square Error (RMSE) be-
tween the ground-truth joint points of each action and the
estimation results, and Fig. 12 shows the example of the pose
estimation results of Action C. On average, proposed method
2 achieves the highest accuracy over all actions. Comparative
method 1 is quantitatively and qualitatively less accurate than
the proposed method. This is because the insertion of a
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Fig. 13. Scale relation between the RGB image and the pose space.
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Fig. 14. Average RMSE of each action when the value of « is changed.

pooling layer after each convolutional layer fails to extract
useful features from the data at various positions, resulting in
inaccurate human pose estimation. We can see that increasing
the number of input images and utilizing temporal information
efficiently can help accurate estimation by comparing compar-
ative method 2 and proposed method 1.

F. Estimation Error for each Joint Position based on RMSE

In the methods used in this experiment, coordinate nor-
malization as shown in Fig. 13 was performed for training
the CNN models. Since the size of the RGB image before
normalization is 480 x 480 pixels and is normalized to the
2 X 2 pose space, the resolution of a pixel of the RGB image
after the normalization is about 2/480 = 0.004. Based on this,
the average error per joint point in proposed method 2 is as
shown in Fig. 13 (ii) and is about 5 cm in actual size.

G. Effect of the Weighted Joint Point Loss

As shown in Table II, proposed method 2 is the most
accurate, confirming the effectiveness of the weighted joint
point loss in each action. In the experiment, « = 50 was
chosen for (2) while other values were also considered. Fig. 14
shows the average RMSE of each action for different o values.
a =1 is equivalent to proposed method 1. From Fig. 14, we
can see that the RMSE of the estimation results are lower on
average compared to o = 1, and o = 50 is the most accurate.
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V. CONCLUSION

In this paper, we proposed a method for estimating human
pose from an LFIR image sequence.

In order to realize human pose estimation from LFIR
images, we proposed a CNN model that fits low-resolution
images and effectively utilizes temporal information. The
weighted joint point loss, which is a loss function that
promotes training a model by considering the movement of
each joint according to the action, was introduced to estimate
human pose more accurately. To train the CNN model, we
proposed an automatic annotation system to automatically
annotate ground-truth joint points to LFIR images.

Through an experiment, we confirmed that the human pose
can be estimated approximately by utilizing temporal infor-
mation and using a model suitable for low resolution. Also,
the pose estimation accuracy was improved by introducing the
proposed loss function.

Future tasks include development of a model that can extract
appropriate features according to the motion, more accurate
evaluation of pose estimation accuracy, and the estimation of
untrained actions.
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